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## Importing the data

We start with downloading the data files propertyMedium.csv and propertyTest.csv from CampusMoodle, which we load into RStudio.

# setting the working directory to import the data  
# setwd('SET WORKING DIRECTORY')  
  
# importing the data files propertyMedium.csv and propertyTest.csv  
propertyMedium <- read.csv('propertyMedium.csv')  
propertyTest <- read.csv('propertyTest.csv')  
  
# setting the seed value  
set.seed(123)

## Question 1

We use univariate statistics to explore the propertyMedium data. By skimming the data, we observe that there are a few missing values for the variables estate\_type. The second table shows the main summary statistics for the numerical variables, such as the mean value, standard deviation, and the quantiles. It also shows a mini-histogram to evaluate the distribution of the data.

We show three visualization plots. The first two plots visualize the numerical variables percent\_mortgage and square\_metres against price\_paid, for every property\_type. The visualization shows what is the relationship between the different variables, and how the relationship is different between different property\_types. For example, we observe that there are a few data points for property\_type O that have a very high price paid for only a small amount of square metres. The third and last visualization is able to plot two categorical variables against each other, namely estate\_type vs. property\_type. We immediately observe that if the estate\_type is L, then there is a high probability that the property\_type is F. Similar plots can be constructed for other variables. These visualizations plots are helpful to uncover the hidden relationships between multiple independent variables and the dependent variable.

## 'data.frame': 10097 obs. of 13 variables:  
## $ instance : int 6966 19822 19361 4528 4650 10690 15844 16976 8586 8465 ...  
## $ price\_paid : int 178000 130000 188000 160000 96000 186500 221500 350000 140000 364500 ...  
## $ percent\_mortgage : int 52 47 34 63 32 58 37 38 56 57 ...  
## $ square\_metres : int 490 75 486 458 451 14 71 29 553 153 ...  
## $ year : chr "Y 2020" "Y 2019" "Y 2020" "Y 2020" ...  
## $ area : chr "AREA\_15" "AREA\_9" "AREA\_8" "AREA\_13" ...  
## $ property\_type : chr "D" "S" "S" "T" ...  
## $ new\_build : chr "N" "N" "N" "N" ...  
## $ estate\_type : chr "F" "F" "F" "F" ...  
## $ district : chr "DISTRICT\_3" "DISTRICT\_3" "DISTRICT\_3" "DISTRICT\_3" ...  
## $ city : chr "Gordonnessburgh" "Gordonnessburgh" "Gordonnessburgh" "Gordonnessburgh" ...  
## $ county : chr "SOUTH\_COUNTY" "SOUTH\_COUNTY" "SOUTH\_COUNTY" "SOUTH\_COUNTY" ...  
## $ transaction\_category: chr "A" "B" "A" "A" ...

Data summary

|  |  |
| --- | --- |
| Name | propertyMedium |
| Number of rows | 10097 |
| Number of columns | 13 |
| \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ |  |
| Column type frequency: |  |
| character | 9 |
| numeric | 4 |
| \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ |  |
| Group variables | None |

**Variable type: character**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| skim\_variable | n\_missing | complete\_rate | min | max | empty | n\_unique | whitespace |
| year | 0 | 1 | 6 | 6 | 0 | 2 | 0 |
| area | 0 | 1 | 6 | 7 | 0 | 24 | 0 |
| property\_type | 0 | 1 | 1 | 1 | 0 | 5 | 0 |
| new\_build | 0 | 1 | 1 | 1 | 0 | 2 | 0 |
| estate\_type | 4 | 1 | 1 | 1 | 0 | 2 | 0 |
| district | 0 | 1 | 10 | 10 | 0 | 5 | 0 |
| city | 0 | 1 | 15 | 15 | 0 | 1 | 0 |
| county | 0 | 1 | 12 | 12 | 0 | 2 | 0 |
| transaction\_category | 0 | 1 | 1 | 1 | 0 | 2 | 0 |

**Variable type: numeric**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| skim\_variable | n\_missing | complete\_rate | mean | sd | p0 | p25 | p50 | p75 | p100 | hist |
| instance | 0 | 1 | 10391.64 | 6014.92 | 5 | 5136 | 10396 | 15632 | 20889 | ▇▇▇▇▇ |
| price\_paid | 0 | 1 | 225568.85 | 180788.89 | 150 | 125000 | 182000 | 267500 | 1932000 | ▇▁▁▁▁ |
| percent\_mortgage | 0 | 1 | 51.77 | 11.54 | 0 | 44 | 52 | 60 | 95 | ▁▂▇▅▁ |
| square\_metres | 0 | 1 | 282.23 | 204.47 | -5 | 71 | 284 | 492 | 853 | ▇▂▅▃▁ |

## -- Attaching packages --------------------------------------- tidyverse 1.3.0 --

## v tibble 3.1.0 v dplyr 1.0.5  
## v tidyr 1.1.3 v stringr 1.4.0  
## v readr 1.4.0 v forcats 0.5.1  
## v purrr 0.3.4

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()
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## Question 2

We take several steps to prepare the propertyMedium dataset for classification. First of all, all character variables are transformed to factor variables. We noted that there are several missing instances of the values of the variable estate\_type. Since there are only 4 missing values, we simply impute the most common value, which is the ‘F’. Finally, we apply normalization to the numerical variables to deal with the different scales.

## Question 3

We randomly sample from the propertyMedium dataset to obtain the datasets as defined in the question. The advantage of a reduced dataset is that algorithm will run more quickly, which will save time. On the other hand, the disadvantage of using a reduced dataset is that we throw away valuable information, which could lead to a reduction in performance. It is clear that there is a trade-off between performance and speed of the model. A possible criteria is to assess the width of confidence intervals of estimated parameters, which should not be too wide.

##   
## Attaching package: 'Momocs'

## The following objects are masked from 'package:dplyr':  
##   
## arrange, combine, filter, mutate, rename, sample\_frac, sample\_n,  
## select, slice

## The following object is masked from 'package:tidyr':  
##   
## chop

## The following object is masked from 'package:stats':  
##   
## filter

## Question 4

We are aiming to build a tree classifier to classify the variable property\_type. We build the same model on the datasets of different sizes, namely property30, property 15 and property5. The model is build using 5-fold cross-validation. Subsequently, we predict the property\_type variable on the full train dataset propertyMedium with the different models. The predictions on the test data will happen only in Question 7. We are using the class accuracy measure to assess the performance of the tree classifier. The class accuracy simply states the percentage of the predictions that were in the right class. The model built on the largest set of data, property30, has an accuracy rate of 0.5618. This is slightly higher than the accuracy rate on the data property15, which is only 0.5439. However, the model with the highest accuracy rate is actually the model built on the smallest set of data, namely property 5. This model has an accuracy rate of 0.5948301. Hence, we prefer the model built on the data property5.

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

##   
## D F O S T   
## 0 1743 0 4948 3406

##   
## D F O S T   
## 0 1743 0 4216 4138

##   
## D F O S T   
## 2012 1743 0 2810 3532

## [1] 0.561751

## [1] 0.5439239

## [1] 0.5948301

## Question 5

We have previously applied normalization to the numerical variables to scale them from 0 to 1. We must always normalize the data in order to create unbiased results from an instance-based classifier. We choose to use the K-Nearest Neighbors (KNN) algorithm. Again, we use 5-fold cross-validation and evaluate based on the accuracy of the model on the full train data (accuracy on the test data will be evaluated later). The model on property30 has an accuracy rate of 0.6420, while property15 and property5 have accuracy rates of 0.5864 and 0.5099, respectively. Hence, the highest accuracy rate is obtained by the most data.

We use Fisher’s Exact Test to test if the samples come from a binomial distribution with a different parameter. The test shows a p-value close to 0, indicating that the parameter differs significantly between the two models. Hence, we prefer the model built on the biggest dataset, which is the model built on property30.

## k-Nearest Neighbors   
##   
## 3029 samples  
## 10 predictor  
## 5 classes: 'D', 'F', 'O', 'S', 'T'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 2424, 2423, 2423, 2423, 2423   
## Resampling results across tuning parameters:  
##   
## k Accuracy Kappa   
## 5 0.6044803 0.4614706  
## 7 0.5985424 0.4505878  
## 9 0.5929340 0.4400926  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was k = 5.

## k-Nearest Neighbors   
##   
## 1514 samples  
## 10 predictor  
## 5 classes: 'D', 'F', 'O', 'S', 'T'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 1211, 1209, 1213, 1212, 1211   
## Resampling results across tuning parameters:  
##   
## k Accuracy Kappa   
## 5 0.5739263 0.4174284  
## 7 0.5779258 0.4181961  
## 9 0.5693644 0.4023707  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was k = 7.

## k-Nearest Neighbors   
##   
## 499 samples  
## 10 predictor  
## 5 classes: 'D', 'F', 'O', 'S', 'T'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 400, 399, 399, 398, 400   
## Resampling results across tuning parameters:  
##   
## k Accuracy Kappa   
## 5 0.5031105 0.3186374  
## 7 0.4949299 0.3022352  
## 9 0.4988503 0.3049968  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was k = 5.

##   
## D F O S T   
## 1119 1566 587 3730 3095

##   
## D F O S T   
## 1064 1408 393 3984 3248

##   
## D F O S T   
## 1247 1248 482 3437 3683

## [1] 0.64227

## [1] 0.5776963

## [1] 0.5077746

##   
## Fisher's Exact Test for Count Data  
##   
## data: matrix(c(round(0.6419729 \* nrow(propertyMedium)), round((1 - 0.6419729) \* nrow(propertyMedium)), round(0.5864118 \* nrow(propertyMedium)), round((1 - 0.5864118) \* nrow(propertyMedium))), ncol = 2)  
## p-value = 5.585e-16  
## alternative hypothesis: true odds ratio is not equal to 1  
## 95 percent confidence interval:  
## 1.194338 1.339085  
## sample estimates:  
## odds ratio   
## 1.264613

## Question 6

The instance-based classifier does a better job in predicting on the full train data than the tree classifier. The accuracy is higher with 0.6420 compared to 0.5948 of the decision tree in question 4. We note that the KNN model, which was chosen as the instance-based classifier, needed more data to train effectively than the decision tree. The decision tree did not perform any better when feeding it more data, it actually did slightly worse on our data.

## Question 7

We take the same steps to prepare the propertyTest dataset for classification as we did for the train data.

The best model that was trained previously was the KNN model on the property30 dataset, which we saved as the object knn\_property30. We validate this model by testing it with the propertyTest dataset.

# making predictions with the KNN model on the property30 dataset  
propertyTest$pred\_knn\_property30 <- predict(knn\_property30, type ='raw', newdata = propertyTest[, c(yy, xx)])  
  
# show the predictions on the test data  
table(propertyTest$pred\_knn\_property30)

##   
## D F O S T   
## 1265 1743 305 4698 2782

# calculate the accuracy of the predictions on the test data  
mean(propertyTest$property\_type == propertyTest$pred\_knn\_property30) # 0.5999259

## [1] 0.5999259

## Question 8

We add a new attribute called house to property30 which states whether the property is a house (detached, semidetached or terraced) or not. We call this new dataset houseflat and subsequently remove the property\_type attribute from it.

## Question 9

We perform the same procedure as previously for the property\_type attribute, but now for the house attribute. We compare the tree-based classifier with the instance-based classifier. Again, we use the accuracy rate of the class predictions as the measure of interest. We find that the tree-based classifier has an accuracy rate of 0.955761, while the instance-based classifier has an accuracy rate of 0.9564213. Hence, the performance of both classifiers is fairly similar, although the instance-based classifier slightly outperforms the instance-based classifier.

##   
## FALSE TRUE   
## 582 2447

##   
## FALSE TRUE   
## 590 2439

## [1] 0.955761

## [1] 0.9564213

## Question 10

We use the k-means clustering algorithm via principal component analysis (PCA) to cluster the property30 dataset. It is a common practice to apply PCA before a clustering algorithm, because is believed that it improves the clustering results in practice (noise reduction).

We only use the numerical attributes price\_paid, percent\_mortgage and square\_metres in the clustering process, as they are the most appropriate given the distance metrics. We fit the k-means clustering algorithm after applying centering, scaling and principal component analysis. We first use the elbow method to determine a good value for the number of clusters k. Since this plot gives unclear results, we apply the silhouette method. This indicates that k = 3 is the optimal value.

The resulting clusters are correlated to the variables price\_paid and square\_metres, but not so much to percent\_mortgage. Cluster 3 has higher values for price\_paid compared to clusters 1 and 2, while cluster 1 has much lower values for square\_metres compared to cluster 2 and 3.

# apply centering, scaling and principal component analysis  
pca\_property30 <- preProcess(property30[,2:4], method = c("pca"))  
  
# predict using the principle component analysis on the property30 data  
property30\_v2 <- predict(pca\_property30, newdata = property30)  
  
# For each value of k, k-means is applied.  
# we first use the Elbow Method to determine a good k  
k.max <- 12  
wss <- sapply(1:k.max,   
 function(k){kmeans(property30\_v2[, 11:13], k, nstart=25,iter.max = 15 )$tot.withinss})  
plot(1:k.max, wss,  
 type="b", pch = 19, frame = FALSE,   
 xlab="Number of clusters K",  
 ylab="Total within-clusters sum of squares")
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# since the results are unclear, the average silhouette is calculated.  
library(cluster)

##   
## Attaching package: 'cluster'

## The following object is masked from 'package:Momocs':  
##   
## flower

set.seed(123)  
sil <- NULL  
for (i in 3:12) {   
 res <- kmeans(property30\_v2[, 11:13], centers = i, nstart = 25)  
 ss <- silhouette(res$cluster, dist(property30\_v2))  
 sil[i-2] <- mean(ss[, 3])  
}

## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion  
  
## Warning in dist(property30\_v2): NAs introduced by coercion

# plotting the average silhouettes  
plot(3:12, sil, type="b", xlab="k= Number of Clusters", ylab="Average silhouette")

![](data:image/png;base64,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)

# the silhouette plot reaches it maximum at k=3, which is therefore the optimal value of k  
  
# optimal model  
kmeans\_model <- kmeans(property30\_v2[, 11:13], centers = 3, nstart = 25)  
  
# predict the clusters from the model  
property30\_v2$cluster <- kmeans\_model$cluster  
  
# look at correlation for the variables: price\_paid  
mean(property30$price\_paid[property30\_v2$cluster == 1])

## [1] 0.5426336

mean(property30$price\_paid[property30\_v2$cluster == 2])

## [1] 0.1385215

mean(property30$price\_paid[property30\_v2$cluster == 3])

## [1] 0.07279544

# look at correlation for the variables: percent\_mortgage  
mean(property30$percent\_mortgage[property30\_v2$cluster == 1])

## [1] 0.5434654

mean(property30$percent\_mortgage[property30\_v2$cluster == 2])

## [1] 0.5536549

mean(property30$percent\_mortgage[property30\_v2$cluster == 3])

## [1] 0.5438014

# look at correlation for the variables: square\_metres  
mean(property30$square\_metres[property30\_v2$cluster == 1])

## [1] 0.4587229

mean(property30$square\_metres[property30\_v2$cluster == 2])

## [1] 0.1036987

mean(property30$square\_metres[property30\_v2$cluster == 3])

## [1] 0.5497193

## Question 11

Association rules can be helpful for the propertyMedium dataset to unravel knowledge about the property markets and structure of the dataset. For example, the apriori algorithm can be used to understand the relationship between the attributes area and district. This is similar to the groceries dataset, where we investigated which set of groceries are often bought together. A difference between the datasets is that we have several numerical variables in propertyMedium, which cannot be used initially as the apriori algorithm only takes categorical variables. However, it is possible to use a binning strategy to categorize the numerical variables.

## Question 12

So far, we have only considered classification models built from a single model with the objective to classify the property\_type variable. Obviously, different classification models may give different results for same problem. The idea of meta-learners is to combine multiple of these models to exploit the joint knowledge of all of them. The great advantage of these meta-learners is that they often improves predictive performance. One of the disadvantages is that the model can become increasingly hard to interpret when we combine the predictions of multiple models.

There are several methods that can be applied to build meta-learners for classification. The bagging approach is the simplest way to combine predictions. In bagging, each classifications model receives equal weight. The performance of a classifier can be improved by bagging, as it reduces the variance of the prediction.

Another method to improve the accuracy of class predictions is to use randomization. A lot of algorithms do not have a deterministic outcome, the results can depend for example on the seed. Another way is to randomly select some attributes in a decision tree. Randomization is widely applicable and can be combined with bagging (as happens for example with a random forest).

Finally, boosting is an iterative procedure whereby new models can be improved by the performance of previous models. For classification purposes, boosting is often used to give different models a different vote weight. Generally, boosting is more accurate than bagging, although it tends to overfit slightly.